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Abstract 

 

The topic of hoax news detection on social media has recently pulled in enormous 

consideration. Social media not taking any credibility for the news being spread in it makes it 

more difficult to contain the hoax news. The essential counter measure of comparing websites 

against a list of labeled hoax news sources is inflexible, and so a machine learning approach is 

desirable. Our project aims to use Neural Networks to detect hoax news directly, based on the 

text content of news articles. The model concentrates on discovering hoax news origins, based 

on the many articles originating from it. When a source is spotted as a maker of hoax news, 

we can predict with high reliability that other articles from that will similarly be hoax news. 

Focusing on sources augments our article mis categorization resilience, since we at that point 

have various facts focuses originating from each source. 
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Introduction 

 

News was always part of our day to day life. Before it uses to be from the print and 

electronic media houses. Things changed a lot now, social media being the current trend 

in market, we get news from unknown sources in these new platforms without any 

credibility. Social media have now a become a hub for hoax news that’s being circulated 

across the globe.  

 

Any information that is made-up deliberately for misleading people about a person, 

institution, entity or religion to gain money, to be sensationalist or to create an outrage is 

termed to be hoax news. With increase in social media platforms and usage of it, hoax 

news is increasing very rapidly. Hoax news cause lot of disturbances and mental impact in 

the society. Detecting hoax news is a much-needed thing in the present time. This need 

helps in reducing the disturbances caused by the hoax news among the people. 

 

Consuming the news on social media is very fast when compared with other things. This 

is the reason why few deliberate people started using these platforms in order to spread 

the hoax news. Websites are created which is not an authorized one and start publishing 

articles in it. These articles are later shared by them in social media platforms as news 

from credible news website. People without verifying the details of origin of news start 

circulating the news to all their families and friends causing spread of hoax news. The 

sources need to be detected in order to contain this issue of hoax news.  

 

The paper aims to bring in a machine learning model which could predict the hoax news. 

This reduces the burden on people to verify the facts in the news. Different machine 

learning models are created to check accuracy of each of the models for the hoax news. 

This model can help overcoming issues that the hoax news can cause as said earlier with a 

scope to bring down people who could spread them by looking into the sources that 

frequently spread them. To detect the sources that produce hoax news for gain of money, 

to spread hatred or to change views of people. Sources once detected to be wide creator of 

hoax news will be brought down. Bringing in best model to increase the efficiency to 

detect the hoax news. Creating a pleasant environment in the society by verifying the facts 

of the articles that are being spread online without any authenticity. 

 

Robust, efficient and conflict free machine learning model to verify the facts in news 

contents that are being spread by different websites or social media pages. These models 

can be used to spot the false news circulating online by verifying the claims or stories that 

they put up on their websites. 
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Literature Survey 

 

In paper
 [1]

 they present a thorough survey of finding hoax news on social media, which 

also includes hoax news portrayals on social speculation and psychology. In data mining 

point of view, they used the current algorithms. For feature extraction they used : News 

Content Features - Linguist and Visual based. Social Context Features - It include features 

from users, posts and network. and for Model Constructions they used: News Content 

Models-style based, and knowledge based. Social Context Models - Propagation and 

stance based.  

 

In paper 
[2]

 they focus on the language patterns followed by deceptors in their language. 

This research focuses on user reviews and essays but is equally applicable in hoax news 

detection as well, where the author tries to deceive the readers. For detecting these 

linguistic patterns, the research uses shallow and deep syntax analysis which use POS 

(parts-of-speech) tags and Probabilistic Context Free Grammars (PCFG) respectively. 

 

In paper 
[3]

 they discussed two methods for Fake News detection. The first one is 

linguistic approach; this discusses the various syntactical and semantically features that 

are useful in deception detection. It uses deep syntax analysis with context free grammar 

generation using Stanford parser. The basis of semantic analysis provided in this research 

is that, the author may use contradictions and omit facts while writing. It also considers 

that on social media, the authentication of identity of the user posting an article is 

paramount for the notion of trust. 

 

In paper 
[4]

 there focus was on the automatically identifying the hoax content in news 

articles present in websites. They introduced 2 novel datasets for the task of hoax news 

detection, covering 7 different news domains. They build hoax news detection models by 

extracting several linguistic features like n-grams, punctuations, psycholinguistic features, 

readability, syntax etc. They used LIWC to generate these features. Their best models 

achieved accuracies which are like the human ability to spot fake news.  

 

In paper 
[5]

 idea is to leverage the three auxiliary information available in the social media 

regarding the news, publisher and engagers to effectively classify the news content. The 

tri-relationship is established between news publisher, news and social media users. The 

framework discussed in this paper is based on semi supervised machine learning 

classification technique where the three matrices namely User-User Social Relationship, 

User Credibility and New User Engagement are the basic requirements. Initially, the 

matrix values are inputted based on the current social media content, as and when the user 
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relationship and engagement changes, the values are updated parallelly for better 

classification. 

 

In paper 
[6]

 study on combination between the feature extraction methods and the 

classifiers are not done and no proper data mining processes are performed on data. In 

paper 
[7]

 they just concentrated on pre-processing methods and didn’t bother properly 

about the data models to be used. In paper 
[8]

 sources of the news articles were not 

verified; this brings in a need for a model that could verify the source of news article for 

checking the hoax news. Paper didn’t show psychological view in extracting features to 

model hoax news and to identify those users who commonly spread hoax news. 

 

Proposed Methodology 

 

A. Dataset 

 

We considered a political dataset with total 20000 rows trained with 16000 rows and 

validated with 4000 rows provided by Kaggle. The dataset contains id, title, author, text, 

label columns  

 

 
Figure 1 View of DataSet 

 

B. Preprocessing 

 

In this part we first removed stop words, special characters and punctuation and this gives 

the list of words which is given as input to the Doc2vec model to get the vectors of size 

300 which is used as input to neural Network model.  
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C. Implementation of Algorithm 

 

In this project we have implemented three models among these models two are feed 

forward neural network models, one utilizing TensorFlow and one utilizing Keras. Our 

neural system executions utilize three hidden layers. In the TensorFlow execution all 

layers have 300 neurons each and in the Keras usage we utilized layers of size 256, 256, 

and 80, mixed with dropout layers to abstain from overfitting. For our initiation work, we 

picked the Rectified Linear Unit (ReLU), which has been found to perform well in NLP 

applications. 

 

What's more, one progressively model is LSTM it was proposed by Hochreiter and 

Schmidhuber. It is acceptable at ordering serialized objects since it will specifically 

memorize the previous input info and utilize that, along with the present contribution, to 

make expectation. The news (content) in our concern is inherently serialized. The request 

for the words conveys the significant data of the sentence. In this way, the LSTM model 

suits for our concern. Since the request for the words is significant for the LSTM unit, we 

can't utilize the Doc2Vec for preprocessing in light of the fact that it will move the whole 

document into one vector and lose the request data. To forestall that, we utilize the word 

embedding. We first clean the content data by expelling all characters which are not 

letters nor numbers. At that point we check the recurrence of each word showed up in our 

preparation dataset to discover 5000 most regular words and give everyone a unique 

integer ID. For instance, the most widely recognized word will have ID 0, and the second 

most regular one will have 1, and so forth. After that we supplant every basic word with 

its allocated ID and erase every phenomenal word. Notice that the 5000 most basic words 

spread a large portion of the content, so we just lose little data however move the string to 

a rundown of numbers. 

 

Since the LSTM unit requires a fixed information vector length, we shorten the list longer 

than 500 numbers since the greater part of the news is longer than 500. At that point for 

those rundowns shorter than 500 words, we pad 0's toward the beginning of the list. We 

likewise erase the data with just a couple of words since they don't convey enough data 

for preparing. By doing this, we move the first content string to a fixed length integer 

vector while saving the words request data. At long last, we use word embedding to move 

each word ID to a 32-measurement vector. The word embedding will prepare each word 

vector dependent on word closeness. On the off chance that two words as often as 

possible show up together in the content, they are believed to be progressively comparable 

and the separation of their relating vectors is small. 
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The pre-processing moves every news in crude content into a fixed size matrix. At that 

point we feed the processed training data into the LSTM unit to prepare the model. The 

LSTM is yet a neural network. In any case, not the same as the completely associated 

neural network, it has cycle in the neuron connections. Along these lines, the previous 

state (or memory) of the LSTM will assume a job in new prediction. 

 

Design Architecture 

 

 
Figure 2 Design Architecture 

 

Performance Comparison  

 

Table 1 Performance comparison of models 

Model Accuracy Precision Recall F1 score 

FFNN( Using  

TensorFlow) 

 82.63% 80.7181% 86.4262% 83.4747% 

FFNN(Using Keras)  92.59% 92.5211% 92.6329% 92.5769% 

RNN(LSTM)  94.85% 95.5209% 94.1459% 94.8284% 

 

From the above table we can conclude that FFNN using TensorFlow gives an accuracy of 

82.63%, FFNN using Keras gives an accuracy of 92.59%, RRN (LSTM) gives an 

accuracy of 94.85%. 
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From the above table we can conclude that FFNN using TensorFlow gives a precision of 

80.7181%, FFNN using Keras gives an accuracy of 92.5211%, RRN (LSTM) gives an 

accuracy of 95.5209%. 

 

From the above table we can conclude that FFNN using TensorFlow gives a Recall of 

86.4262%, FFNN using Keras gives an accuracy of 92.6329%, RRN (LSTM) gives an 

accuracy of 94.1459%. 

 

From the above table we can conclude that FFNN using TensorFlow gives a F1 Score of 

83.4747%, FFNN using Keras gives an accuracy of 92.5769%, RRN (LSTM) gives an 

accuracy of 94.8284%. 

 

Results Snapshots of Different Models 

 

 
Figure 3 FFNN using TensorFlow (Train and test) 
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Figure 4 FFNN using TensorFlow (Test with Custom Input) 

  

  
Figure 5 FFNN using Keras (Train and test) 
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Figure 6 FFNN using Keras(test with Custom Input) 

 

 
Figure 7 LSTM (train and test) 
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Figure 8 LSTM (test with custom Input) 

 

Conclusion and Scope for Future Work 

 

A total, production quality classifier will consolidate a wide range of highlights past the 

vectors comparing to the words in the content. For hoax news discovery, we can include 

as highlights the source of the news, including any related URLs, the subject (e.g., 

science, legislative issues, sports, and so forth.), distributing medium (blog, print, online 

life), geographic region of origin, publication year, as well as linguistic features not 

exploited in this exercise use of capitalization, fraction of words that are proper nouns 

(using gazetteers), and others. 

 

Besides, we can likewise total the all-around performed classifiers to accomplish better 

precision. For instance, utilizing bootstrap totaling for the Neural Network, LSTM to 

show signs of better prediction result.  

 

A similar work is searching the news on the Internet and compare the search results with 

the original news. Since the item is typically dependable, this technique ought to be 

increasingly precise, yet in addition includes natural language understanding in light of 
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the fact that the indexed lists won't be actually equivalent to the original news. Along 

these lines, we should look at the significance of two contents and decide whether they 

mean something very similar. 
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